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Abstract: The aim of this paper is to derive the analytical solution of the
queue: H, /M“"/C/N with balking and reneging in which (i) units arrive according to
a hyper-Poisson distribution with & independent branches, (ii) the queue discipline is
FIFO; and (iii) the units are served in batches according to a general bulk service rule.
The steady-state probabilities, recurrence relations connecting various probabilities

introduced are found and the expected number of units in the queue is derived in an
explicit form. Also, some special cases are obtained.
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1. INTRODUCTION

Morse [7] has discussed the case of hyper-Poisson arrivals with two branches,
Gupta [4] considered more general case of hyper-Poisson arrivals with £ branches and
finite waiting space, the service pattern being single exponential, and White et al. [12]
solved the system: H,/M /2/2 numerically. Sim and Templeton [11] discussed the

system: M /M®" /C and Medhi [6] also discussed the system: M /M“" /C . Goyal [3]
treated the time-dependent solution of the queues with hyper exponential arrivals and
bulk exponential service by using the generating function, Easton and Chaudhry [2]

treated the Erlangian queues: £, /M“" /I, and Sathiya Moorthi and Ganesan [8]
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discussed the queues: H,/M“"/C . The present paper treats the analytical solution of

the queues: H, /M“"/C/N with balking and reneging. Finally, some previously
published works are shown to be special cases of the model herein.

2. DESCRIPTION OF THE SYSTEM

The arrival channel consists of & independent branches. A unit arriving for
service joins the 7" branch a fraction o, of the time on the average, so that Zle o, =1.

th

The unit in the " branch joins the system (queue or service) with rate A, per unit time.

The maximum number of units allowed in the queue is N. The units are served in batches
according to a general bulk service rule (See, Chaudhry and Templeton [1] and Medhi
[5]) such that the server starts service only when a minimum number of units, say "a”,
are present in the queue, the maximum service capacity being, say "b", 1<a<x<b< N.
This means that if there are x units waiting at the completion of a service, the following
rule for service is followed:

a) For 0<x<a, donotserved,

b) For a<x<b, serve a batch of x units,

c¢) For x>b, serve a batch of b unit; the remaining (x—») units continue to wait

in the queue. The service times of batches of size x (¢ < x <b) are assumed to

have independent identical exponential distribution with mean 1/ u .
Consider the balk concept with probability:
[ =prob. {a unit joins the queue},

where 0< <1 if 0<n<N; i=C and f=1if 0<¢g<a—-1, 0<i<C-1.

It is assumed that the units may renege according to an exponential distribution,
f@®=ae™, t>0, with parameter « . The probability of reneging in a short period of
time Atis given by 7, =noaAt, for 1<n<N, i=C and r, =0, for 0<g<a-1,
0<i<C-1.

3. THE STEADY-STATE EQUATIONSAND THEIR SOLUTION

Define p,, the equilibrium probability that there are n units waiting in the

queue, the unit in the arrival channel being in the »” branch and C servers are busy,

where 0<n<N and 1<r<k, and p, . the equilibrium probability that there are ¢

units waiting in the queue, the unit in the arrival channel being in the »” branch and i
servers are busy, where 0<g<a-1 and 0<i<C-1.

Then, the steady-state probability difference equations are:

A DPoo, =M Do, 157 <k (1
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k

4 Doy, =0, Z/L Pogrs THD,,» 1Sqg<a—1,a22,1<r<k (2)
s=1

k
(ﬂ'r +l/'l) pi,q,r :Gr Z/L pi,qfl,x +(i+1)ﬂpi+l,q,r’lgq < a_l’ a 22 H

s=1

1<i<C-2,C23,1<r<k 3)

k

[ﬂ’r +(C_1)lu]pc—1,q,r = O-r Zﬂ’s pC—l,q—l,s +(qa+clu) pC,q,r s

s=1

1<g<a-l,a>22,1<r<k 4)

k
(A +it)p,o, =0, 2 APy ars A+ DDy, 1SiSC-1,C22,1<r<k  (5)

s=1

k b
(BA+CW Py, =0, 2 A Peorans GO+ C) pey, 1S7 <k (6)

s=1 j=a

k
(ﬂ//i’r + C/u+na)pC,n,r = O-r Zﬂ//i’s pC,n—l,s +[(}’l +b)a+ C/u]pC,rH—b,r

s=1

ISn<N-bb<N, 1Sr<k (7)

k
(BA+Cu+naype,, =0, BA pe,i, ,N-b+1<n<N-1b>2,

s=1

1<r<k )]

k k
(BA+Cu+Na)pc,, =0, Zﬂ/ls Pey-1s 1O, Zﬂ/ls Peys > 1Sr<k.(9)

s=1 s=1
Note that equations (2) and (4) do not hold for a =1, equation (3) does not hold
for C =2, equation (5) does not hold for C =1and also equation (8) does not hold for
b=1.
Summing up equation (9) over r, we have

k K
Zﬂﬂs Penas = (Cﬂ+N0()Z Penys - (10)

s=1 s=1

Also, from (8) and (10), we obtain

k N k
D BA Py =, 2(Cu+jaype,, , N-b+1<sn<N, b1, (11)
s=1 Jj=n s=1

while (7) and (11) give
k n+b-1  k
Zﬂﬂ’s pC,nfl,.v: Z Z(Cﬂ"‘ja) pC,j,_y > 1S7’l£N-b, b<N (12)
s=1 Jj=n s=1
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Now, from (6) and (12),

a-1

k
Z]'S pC*l,afl,.v = (Cﬂ—i—ja) pC J.s (13)

j=0  s=I

-1

Q

M=

Also, from (4) and (13), we obtain
k k
Zﬂ’s pC—l,q—l,s: (C/U+Ja) pC]a +(C I)IL{Z ZpC 1,j.s 2
=1 J Jj=q s=1

1€g<a-l,a22, (14)

o
1

s

thus (14), (5) and (3) give

k
Z/l Pios = (l+l),uZpl+10Y+z,u D> P, . 1SisC-1, C22 (15)

s=1 Jj=1 s=1
a-1 k
ﬂ’ ptq 1,s (l+l)ﬂz zpl+1_]é +lﬂ Zpi,j,s’
Jj=0  s=1 j=q s=1
S <C-1,1£¢g¢<a-1, a22,C22. (16)

From (15) and (5) after summing over r, we get

k a-l1 k

DA Dy =i, D P, s 1SiSC-1,C22. (17)
s=1 j=0  s=1

From (5), (16) and (2) after summing over r, we have

k
Zﬂ» Pogrs =H Z Py s 1Sg<a. (18)
Using (10) in (9), we obtain
k
~(BAL+CU+NO) ey, +0, D (BA+CU+Na)pe =0, 1<r<k. (19)

s=1

It is easy to verify that the determinant formed by the coefficients of
Pey,s 1S7 <k, is zero and therefore we can solve the system of linear equations (19)

for any k-1 probabilities involved in terms of the k™. Let us solve for
DPens» 1S5<k—1,interms of p. , , . Leaving out the k™ equation, then the system of

linear equations (19) takes the form:

k-1
(0, -D)(BA+CU+Na)pey,+0, > (BA+Cu+Na)pe .,

SEF

=—0,(BA+CU+NO) Py, » 1S <k-1. (20)

We have the matrix representation of (20) as

AR, =—(fA4+Cu+Na) Peni S (21)
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where A is the (kK —1)x(k—1) matrix given by

A:[aij]
such that
a;=0,(BAL,+Cu+Na), i#j

a; :(O-i_l) (ﬁ)‘z—i_clu—i_Na) >

RJT\/ :[pc,zv,lo Pcenos - s pC,N,k—l] P

and
T
S| =[0,,0,, .. ,0,_,].
Now, the inverse matrix of A is given by
-1_r,./
A =lg;]
where

/ Y .
a, = , 1
" o, (fA+Cu+Na)

v

a./.= _(O-i+o-k)
" o, (BA+CutNa) .

Using this value of A™" in (21), we have

(A +Cu+Na)o,
Pene="ga+CutNayo, ’

cvis 1STr<k-—1.

Similarly, from (11) and (8), we obtain

k
{BA+(-0,)(Cu+na)p.,, —(Cu+na)o, . pe,,

S#r

N k
=0, Y. D (Cu+joyp.,,, N-b+1<n<N-1,b22, 1<r<k,

e+ s=1
which can be written the family of linear system in the matrix form as
B,P,=6,S,, N-b+1<n<N-1, b22
where
B, =[b,(n)]

such that

27

(22)

(23)
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b;(n)y=-0,(Cu+na), i#]j
by(m)= BA+(Cu+na)(1-0,),
¢n=z Z (Cﬂ—‘r—]a) pC,j,S’

J=n+l s=1

PZ =[Pc,n,1’ Pcepps s pC,n,k:|’

and
S! =[o,,0,, ... ,0,].
Now, B is given by
B, =[b;(m]
such that
b (n) = 0, (Cp+na) R
Y {BA+Cu+nay {fA,+Cu+nay D,
B (n) = 1 + o, (C,u+noz)2 ’
BA+Cu+na {fA+Cu+ne}” D,
and
o,
D =1-(Cu+no) ) ——F"——
(Catam )Zﬂl +Cu+na’

Using this value of B}' in (23), we have

- ’ a ¢
Pens =, [b”(n)arJrg; b (n)o-} [B4,+Cu+na] D,

N-b+1sns<N-1,b22,1<r<k.

From (7) and (12), we find

k
{ﬂﬂ’i +(1_O-r) (Cﬂ+na)}pC,n,r_O-}'(Clll+na)z pC,n,s

S#r

n+b-1
{ Z Z (C/u+]0'/)pC/Y}+[Cﬂ+(n+b)a]pC,n+b,r ’lSﬂSN—b’

J=n+1 s=1

1<r<k.

Also, which can be written the family of linear system in the matrix form as

B P =y, S,+[Cu+(n+b)a]P,,, 1<n<N-b,

24
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n+b-1 k

w,= 2 D (Cu+jo)pe,,.
Jj=n+l  s=1
Therefore
oy, Cu+(n+b)o
pCm,r = l// + /u ( ) {pC,n+b,r
[BA+Cu+no) D, [BA+Cu+nal
Ls Cu+ .
zor( HHn@) Pewsis | | <p< Nob1<b<N,1<r<k. 25)
s=1 [ﬂﬂ’v+cﬂ+na]Dl1

From (13) and (6), we obtain

a— k
s=1

b
> (Cﬂ+j0!)pc,,-,s} +> (Cu+ja) pe,

1
j=0 s Jj=a

(ﬂﬂ’) +C1Ll)pC,0,r = O-r{

1<r<k

k b
{ﬁﬂ’l +Clu(1_o-r)}pC,0,r _Gr Cﬂz pC‘O,s :77 O-r +Z (Cﬂ+Ja) pC,j,r’

SEI Jj=a

which can be written the family of linear system in the matrix form as

where

such that

and

B,P,=7S,+Q

B, =[ 5,(0) |

b,(0)==Cuo, i#]

b,(0) =p /1, +Cu(-o),

a—

k
n= (C/Ll+]a)pc,/v s
Jj=1 s=1
. b b b
Q" =| Y (Cu+ja) pe i 2 (CU+j) P ays s D, (CHAJO) pe iy |-
j=a Jj=a Jj=a

Therefore, we have
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___ 7o, 1
Pear =g +Cw D, (B2, +C ){Z(C””"‘) Py
Cuo, < < | (Cu+jo)
+ D, ; ; {(ﬂﬂ,—kc,u)pclg}} 1<r<k. (26)

Also, from (14) and (4), we have

k
(A A(C-DI Py, =0, (C=D U, Peoyy, =0, 8,+ (@@ +C) pe, »
s=1

1€g<a-1, 1<r<k.

Then
o8, (qa+Cpu)
pC—l,q,r = ’ + |:qur
A +(C=Dut Dy {4, +(C=Du)
k. (C-Hhuo
+y (C-huo, pc’qf :|,1San—1, a=2, 1<r<k, (27)
o A +(C=-Dus D,
where
gq-1 k a—1 k
Z{Cﬂ—"—ja}pC,j,s + Z Z(C_l)ﬂ pC*l,j,s
Jj=0 s=1 Jj=q+1 s=1
and
(C-Nuo,
Dé‘—l = Z
1A +(C— 1)/1
From (16) and (3), we get:
k
A +in(-06)yp,, ~ilc, ¥ p., . =0,600.q)+(+ DU, .
S#r
1€i<C-2,1<¢g<a-1,1<r<k,
where
q-1  k a—1
06, @)=+ D Py Till D, Zp[“, 1<i<C-2,
Jj=0 s=1 Jj=q+1 s=1

which can be written the family of linear system in the matrix form as:
A, Q,=6iqS,+(i+)uQ,,,,1si<C-2,1<qg<a-1,
where

A i = [arx (l)]
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such that
a (i)y=—iyo,, r#s

a,@)=A +iu(l-o,),

and
Ql?:q = I:pi,q,l ipi,q,Z [ .’pi,q,k:l :
Therefore
o, 8i.q)  (i+Du & ,
= + tor Tt ——p, ,
pz,q,r (ﬂr +lﬂ) Dl/ (ﬂr +lﬂ) p1+1,q,) lus=] (ﬂr +lﬂ) Dl/ pzﬂ,q,s
1<i<C-2,12¢qg<a-1, a22, C23,1<5r<k (28)
, Liuo,
where D, =1- <.
s=1 ﬂ’g +1 /l
Similarly, from (17) and (5), we obtain:
k a-1 k
{)br + lﬂ(l - O-r)} pi,(),r —l/l O-r z pi,U,s = l,u O-r pi,j,s +(l + 1)/1 pi+l,0,r >
S#EF Jj=1 s=1
1<i<C-1,1=r<k.
This can be written the family of linear system in the matrix form as
a-1 k
A, Qu=|iu Zpi,j,s S, +(+DuQyy,, 1<i<C-l.
Jj=1 s=1
So, we have

ino, (&3 (+Du
. = .. +— .
pt,(),r (/Ir +l,l,l) Di/ [; ;pz,j,s] (lr +lﬂ) |:pt+1,0,r

ino, & 1 )
dudd: ol 1<i<c-1, 022, 1<r<k. 29
S e ®

i

From (18) and (2), we get

o qg-1 k ,[l
Pogr = l’ ﬂz ZPL,-,S + /1_ Pigro 1€g<a-1,a22,1<r<k. (30)
j=0 s=1

Also, from (1), we obtain:

oo, = /1£ Pro,. 1<r<k. (31)

4
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Equations (22) and (24)-(31) are the required recurrence relations, that give all
the probabilities in terms of p. ., which itself may now be determined by using the

normalizing condition:

hence all the probabilities are completely known in terms of the queue parameters.
Then, the expected number of units in the queue can be found from the relation:

k N k
D AP+, D NP, - (32)

4. NUMERICAL EXAMPLE

In the above system: H, /M“"/C/N with balking and reneging, letting k=2,
a=2, b=3, C=3 and N=5 (i.e., the queue: H,/M>*/3/5 with balking and reneging), the

results are:

D351 =8 P3soo DPsai =Ji Pssas Psar=Js P3sps Pisy =t Pisa
P33z = l, P35 D321 =€ P3sos P3on =€ P3sos P31 =My Psso
D312 =My P3sss D3 =M P55 DP3oo =M P3s25  Paig = hy D35
Do =M Pisys Pro1 =V P3sao Pro2=V2 P3sps P =4 Psse
Pii2 =49 P35 Pro1 =U P3sas DPior Uy P35y Poii =W Piso
Doio=Wo D352 Pooi =X P3spao DPoor =% P3so-
Therefore, we obtain:
P3sp = s >
S=l+g+ fi+f,+0,+0,+e +e,+m +m, +n +n,
+h+h g g, tu tu, v v, Wt w, X X,
L, ={5(1+g)+4(f,+ /) +3(L, +0,)+2(e + &) +my +m, +
+h +h +q +q,+w +w,}/S
where
(BL+3utsa)o, . (g+)Bu+SHo. . (g+)(u+5a)s,
(BA, +3u+50)0, "' (BA+3u+4a)D, "' (B, +3u+4a)D,

[Bu+4a)(f; + 1,)+Bu+5e)(1+g)]o,

! (BA, +3u+3a)D,

>
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_[Bu+ao)(fi + )+ Bu+5a)1+g)lo,
: (PA, +3u+30)D,

>

e = %1
' (BA +3u+20)D,
N 3u+sa +0'1(3,u+20¢)( g N 1 )
(A +3u+2a) D, PA+3u+200 A, +3u+20

[Gu+3a)(t,+0,)+Cu+da)(fi + /)]

e, = %
> (BA, +3u+2a)D,
3u+sa + o,Bu+2a) g N 1 )
(BA, +3u+2a) D, PA+3u+200 PA, +3u+20

[Gu+3a)(l, +0,)+Cu+de)(fi + /)]

m, =m[(3‘”2“)(e‘ +e,)+(BU+3a)(l, +1,)]

3u+da {ﬁ+03(3ﬂ+05)( i + 5 )}1:1,2
D, PA+3u+o AL +3u+a

PA+3u+a
_oiGBura)l,+ty) [Bu+lae +(u+3a)t;] 3uc,Gu+2a)
" (BA+3wD, BA +3u D,
PR )+3,UO',.(3,U+30(){ L, b } =12
BA+3u BA+3u D, BA+3u BA+3u
hi:3,uo'l.(nl+n%)+3,u+a[mi+2,u/0'l.( m___m L i=12

(A +2m1)D,  A+2u D, A+2u A+2u
sz,uo_i(hl"'hz)_'_ 3u [n+2ﬂo-i( n m ),  i=12

) . +
" (A+20)D,  A+2u " Dy A+2u L +2u
izz/lai(vl+"/2)+ 24 [hi+ﬂ—a/"(—h‘ ity x =ty i=12
(L+mD;  A+u " D A+u A+u A
u =;UO-,-(‘11+q2)+ 2u [v +&( Vi &) 0,

] . +
" (A+wD]  A+u ' Dl Ahtu AL+u

w2 MO tL) Ky
p) A

1 1

Now, we introduce the three tables for the expected number in the queue at
A =2,4,=30,=02 and o, =0.8 for the different values of a, § and 1 when two of

them are fixed.
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Tablel: Showing the effect of @ when #=0.2, u=3
a L

q
0.1 0.498574
0.2 0.498572
0.3 0.498570
0.4 0.498569
0.5 0.498568
0.6 0.498566
0.7 0.498565
0.8 0.498564
0.9 0.498562
1 0.498561

Tablell: Showing the effect of # when a=0.2, u=3
B L

0.1 0.498293
0.2 0.498572
0.3 0.498836
0.4 0.499087
0.5 0.499328
0.6 0.499561
0.7 0.498787
0.8 0.500008
0.9 0.500225

1 0.500438

q

Tablelll: Showing the effect of 4 when a =04, f=0.2
H L

q

1 0.473718
2 0.494871
3 0.498569
4 0.499482
5 0.499777
10 0.499987
30 0.5

50 0.5
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From the above tables, it is clear that L, is increasing when u and g are

increasing while it is decreasing when « is increasing.

5. SPECIAL CASES

Some queueing systems can be obtained as special cases of this system:
I.If C=1, =1 and a = 0 in equations (22), (24)-(26), (30) and (31), respectively, we

get the queue H, /M“"/1/ N without balking and reneging, i.e.

— (pk+1) o-s

(p.+) o i 1SSk,
s k

N,s

(o}
Ppy = P, N=b+l<n<N-1,
| ( +1)Djzn+1; »

_ O- nil Z pn+hv Z spn+b,r
Prs = o+ D P o+ ) & (o) (p+) D

n+l  r=1 r=1

1Sn<N-b,

b
O-S Z pl/‘,r

O-' 5 i i pj - i o
0,s = ° pj,r + - +
s Jj= r= i=a Mg r= r s
P (p,+1) D ‘3 7 P+l 1 (p.+D (p,+1) D

where

p],n,x = pn,.v and pO,q s Q

which coincides with the results of Shawky and Nassar [10].

Il. If a=b=1 in equations (22), (25), (26), (29) and (31), we get the queue:
H,/M/C/N with balking and reneging, that was studied by Shawky and El-Paoumy

[9].
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where d, is the Kronecker delta function,4, =4, f =1, a = 0 and

rs 2

N — oo, we have the queue: M /M“"/C without balking and reneging, which was
discussed by Medhi [5], and Sim and Templeton [11].
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